Intermodel variability of the poleward shift of the austral jet stream in the CMIP3 integrations linked to biases in 20th century climatology
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[1] Future climate predictions by global circulation models in the Coupled Model Intercomparison Project Phase 3 (CMIP3) archive indicate that the recent poleward shift of the eddy-driven jet streams will continue throughout the 21st century. Here it is shown that differences in the projected magnitude of the trend in the Southern Hemisphere are well correlated with biases in latitude of the jet in the simulation of 20th century climate. Furthermore, the latitude of the jet in the models’ 20th century climatology is correlated with biases in the internal variability of the jet stream, as quantified by the time scale of the annular mode. Thus an equatorward bias in the position of the jet is associated with both enhanced persistence of the annular mode, and an increased poleward shift of the jet. These relationships appear to be robust throughout the year except in the austral summer, when differences in forcing, particularly stratospheric ozone, make it impossible to compare the response of one model with another. These results suggest that the fidelity of a model’s simulation of the 20th century climate may be related to its fitness for climate prediction. The cause of this relationship is discussed, as well as the implications for climate change projections. Citation: Kidston, J., and E. P. Gerber (2010), Intermodel variability of the poleward shift of the austral jet stream in the CMIP3 integrations linked to biases in 20th century climatology, Geophys. Res. Lett., 37, L09708, doi:10.1029/2010GL042873.

1. Introduction

[2] It is well established that there has been a poleward shift of the eddy-driven jet streams and embedded storm tracks during the last three decades [Intergovernmental Panel on Climate Change, 2007, and references therein]. Almost all of the global climate models (GCMs) contributed to the Coupled Model Intercomparison Project Phase 3 (CMIP3) predict that increasing greenhouse gas concentrations will cause the trend to continue throughout the 21st century, particularly in the Southern Hemisphere [Meehl et al., 2007, and references therein]. There is, however, substantial disagreement between the models on the strength of the trend [e.g., Yin, 2005].

[3] The poleward shift of the eddy-driven jet stream projects onto the positive phase of the annular mode [Thompson and Wallace, 2000], the leading mode of midlatitude climate variability. The annular mode characterizes the meridional vacillation of the jet stream on intraseasonal time scales. While models capture the gross features of internal variability, there is also considerable spread in the quality of its simulation by the CMIP3 models [Gerber et al., 2008a]. In this paper, we connect the ability of a model to reproduce the observed mean state of the 20th century climate with its fitness in simulating both internal variability and the response to climate forcings.

[4] The location and variability of the storm tracks have profound impacts on the hydrological cycle and regional climate of the midlatitudes. The position of the midlatitude barotropic jets, particularly in the Southern Hemisphere, may also play a critical role in regulating global climate on long time scales. The eddy-driven surface westerlies drive the Antarctic Circumpolar Current, and so influence the ocean’s meridional overturning and the uptake of carbon in the southern ocean [Toggweiler et al., 2006; Anderson et al., 2009; Toggweiler and Lea, 2010]. The link between jet position and climate through carbon uptake has also been observed on intraseasonal timescales in connection with the Southern Annular Mode (SAM) [Lovenduski et al., 2007]. As such, quantifying the magnitude of the poleward shift of the westerlies is important for accurate regional and long term global climate change forecasts, particularly for future generation models that attempt to model the carbon cycle.

2. Data and Methods

[5] Output from the GCMs used in the World Climate Research Programme’s (WCRP’s) CMIP3 multi-model dataset [Intergovernmental Panel on Climate Change, 2007] is used. We analysed output from the pre–industrial control, 20C3M, and A2 scenario integrations for all models which archived both daily zonal winds as a function of height, and monthly zonal winds near the surface. This permitted use of 11 separate models, as listed in Figure 1a. The A2 (‘business as usual’) scenario was chosen for analysis of future climate as the large carbon dioxide forcing has the potential to overwhelm intermodel differences in other forcings, such as ozone recovery, and so differences in forcing should be smaller than in other scenarios. Only data for the Southern Hemisphere (SH) are analyzed. Data from the NCEP/NCAR reanalysis project [Kalnay et al., 1996] from 1979–2007 is also utilized. The slight difference in the analysis period for the models and the reanalyses was allowed to improve statistical confidence and avoid pre-satellite era reanalyses. All of our key results are equivalent (but with less statistical confidence) if we restrict analysis to 1979–2000.

[6] The latitude of the eddy–driven jet stream, $\phi$, is taken as the latitude of the maximum near-surface (10 m elevation)
time-mean zonal-mean zonal wind, \( \bar{u} \). The surface winds reflect the convergence of westerly momentum aloft due to
the meridional propagation of eddies away from the baroclinic source region, which is damped by friction near the
surface [Held, 1975], and so serve as a good indicator of the
position of the barotropic jet streams. \( \Phi \) was calculated by
first linearly interpolating \( \bar{u} \) onto the 2.5° NCEP/NCAR grid,
and then fitting a quadratic to \( \bar{u} \) between the two latitudes
either side of the maximum.

[7] The annular mode definition is the same as in the work
by Gerber et al. [2008a], i.e., the first empirical orthogonal
function (EOF) of the zonal-mean geopotential height
anomalies poleward of 20°S, latitude weighted to account
for converging meridians toward the pole. Because daily
gеopotential height was not archived in the CMIP3 output, it
was calculated from the zonal-mean zonal wind by assuming
gеostrophic balance. The climatology from which the anoma-
lies were defined was the mean for each calendar day, after
smoothing the daily data with a 31 day running mean. The
principle component of the leading EOF (PC1) is the time
series of the annular mode, and this was computed on each
pressure level. The \( e \)-folding time scales, \( \tau \), were then com-
puted at each level as in the work by Baldwin et al. [2003]. In
addition to the seasonally dependent time scale, we computed
an annual mean time scale without any seasonal decompo-
sition. The time scales were then averaged from 850 hPa to
200 hPa to obtain one value characteristic of the entire
troposphere. The \( e \)-folding period for any given model is the
average from both the pre-industrial control and the simul-
ation of 20th century climate (20C3M), and all ensemble
members were included to improve statistical confidence.

3. Results

[8] We first consider the relationship between a model’s
20th century climatology and its sensitivity to climate
forcing in the A2 scenario. In Figure 1a we show the shift in
the position of the annual mean SH surface westerlies over
the 21st century, \( \Delta \Phi \), as a function of the model’s control
climatology, measured by the latitude of the jet in 20C3M
integration, \( \Phi^{20C} \). The plot reveals a strong relationship
between \( \Phi^{20C} \) and \( \Delta \Phi \): models that place the jet toward
the equator in the 203CM simulation tend to shift the jet further
poleward under global warming. We note that the dashed
line at 52 degrees marks the location of the observed 20th
century wind maximum, indicating that the surface wester-
lies are too far equatorward in all of the models. The linear
correlation coefficient between \( \Delta \Phi \) and \( \Phi^{20C} \) is \(-0.77 \pm 0.33 \),
where error corresponds to the 90% confidence limit.

[9] The relationship between jet position and response on
a seasonal basis is explored in the first row of Table 1,
where we repeat the correlation analysis of Figure 1a on

Figure 1. (a) The latitude of the Southern Hemisphere
eddy-driven jet stream in the CMIP3 global circulation
models 20C3M control simulations from 1960–2000, \( \Phi^{20C} \),
versus the difference between \( \Phi^{20C} \) and the latitude of the
jet in the future A2 simulation during 2060–2100, \( \Delta \Phi \). The
shift in jet position \( \Delta \Phi \) quantifies the response of the circu-
lation to climate forcing. The model name is to the right of
each datum. (b) \( \Phi^{20C} \) versus the \( e \)-folding time scale of the
Southern Annular Mode, \( \tau \), which quantifies the persis-
tence of the models internal variability. The NCEP/NCAR
reanalysis datum was not included in the computation of the
correlation coefficient. (c) \( \tau \) versus \( \Delta \Phi \). The uncertainty
associated with the correlation coefficient in each figure cor-
responds to the 90% confidence interval.
seasonal mean values of the jet position and shift. The negative correlation between position and shift in all seasons suggests that the equatorward bias in the climatology increases the sensitivity to climate forcing throughout the year. The correlation, however, effectively disappears in austral summer. The breakdown of the relationship in summer is likely related to differences in model representation of the stratosphere, as the tropospheric jet stream is most sensitive to stratospheric conditions in this season. Son et al. [2008b] document that differences in ozone forcing can change the sign of the jet shift in the 21st century: the jet shifts equatorward in CMIP3 models where recovery of the ozone hole is simulated, but continues to shift poleward in models where ozone is kept constant at present day levels.

[10] The relationship between the model’s 20th century climatology and the simulation of internal variability is shown in Figure 1a. There is a strong relationship between $\Phi^{20}$ and the $e$-folding time scale of the annular mode, $\tau$, with a correlation coefficient of $0.82 \pm 0.21$. The positive correlation implies that the natural variations of the jet tend to be more persistent in models where the jet is located more equatorward. A similar relationship between jet position and time scales of internal variability has been noted in studies of highly idealized GCMs [e.g., Gerber and Vallis, 2007; Son et al., 2008a]. However, the fact that such a relationship is robust across a number of fully coupled GCMs has not previously been reported. The jet latitude and time scale based on NCEP-NCAR reanalysis is consistent with the model curve: the jet in the reanalysis is both poleward and less persistent than all of the models. The dynamics that give rise to the connection between the jet latitude and the time scale of internal variability are the subject of interest and ongoing investigation (e.g., E. A. Barnes et al., The effect of latitude on the persistence of eddy-driven jets, submitted to Geophysical Research Letters, 2010). Some speculations are offered in the discussion below.

[11] Taken together, Figures 1a and 1b suggest a relationship between $\Delta \Phi$ and $\tau$. Figure 1c confirms this relationship; the jet position tends to shift more in response to greenhouse gas forcing in models that have a longer annular mode decorrelation time scale. As discussed by Gerber et al. [2008b] and Ring and Plumb [2008], correlation between the poleward shift of the jet (the response of the annular mode to external forcing) and the $e$-folding period of the annular mode (a measure of its unforced variability) is suggestive of fluctuation-dissipation behavior. Proper application of fluctuation-dissipation theory, however, requires knowledge of the correlation structure between a subset of modes sufficient to capture the dynamics [Gritsun and Branstator, 2007; Majda et al., 2009]. Such an analysis is beyond the scope of this study. As discussed by Leith [1975], the simple fluctuation-dissipation relationship suggested in Figure 1c applies only if the annular mode is uncorrelated with all other modes, and in the SH it has been shown that PC1 is not entirely independent of higher modes [Monahan et al., 2009].

[12] The weak correlation between $\tau$ and $\Delta \Phi$ may also reflect uncertainty in the model time scales and differences in the forcing, ozone in particular. The seasonal breakdown of the relationship linking $\tau$ to $\Phi^{20}$ and $\Delta \Phi$ shown in Table 1 suggests that both factors play a role. The correlation between time scale and jet position on a seasonal basis is robustly positive throughout the year, though notably weaker in austral summer. The correlation for any season, however, is weaker than in the annual mean, reflecting increased uncertainty in $\tau$ computed from shorter periods. Gerber et al. [2008b] document that $\tau$ is extremely slow to converge, and so more sensitive to sampling noise when averaged over shorter periods. The relationship between $\tau$ and $\Delta \Phi$ is consistently negative, but weaker at all times due to sampling errors, and effectively nonexistent in austral summer, when $\Delta \Phi$ is most affected by differences in stratospheric forcing.

[13] Gerber et al. [2008a] found no clear relationship between $\tau$ and $\Delta \Phi$ during NDJ across all A1B scenario integrations, finding a connection only when restricting the analysis to model pairs with identical forcing. In selecting NDJ to maximize differences in time scales, however, they inadvertently focused on the season when differences in the treatment of ozone forcing dominate the model response. Even when using the A2 scenario to amplify the signal to noise ratio, however, the correlations between $\tau$ and $\Delta \Phi$ in Table 1 are not statistically significant for any given season. Only by extending the analysis to the annual mean response does a statistically significant relationship between internal variability and the response to external forcing appear across multiple models, as shown in Figure 1c.

### Table 1. Correlation Between Jet Position $\Phi^{20}$, Shift $\Delta \Phi$, and Time Scale $\tau$ as a Function of Season

<table>
<thead>
<tr>
<th></th>
<th>SON</th>
<th>DJF</th>
<th>MAM</th>
<th>JJA</th>
<th>Annual</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{corr}(\Phi^{20}, \Delta \Phi)$</td>
<td>-0.61</td>
<td>-0.08</td>
<td>-0.76</td>
<td>-0.81</td>
<td>-0.77</td>
</tr>
<tr>
<td>$\text{corr}(\Phi^{20}, \tau)$</td>
<td>0.80</td>
<td>0.39</td>
<td>0.48</td>
<td>0.60</td>
<td>0.82</td>
</tr>
<tr>
<td>$\text{corr}(\tau, \Delta \Phi)$</td>
<td>-0.31</td>
<td>-0.03</td>
<td>-0.21</td>
<td>-0.31</td>
<td>-0.56</td>
</tr>
</tbody>
</table>

*The annual mean correlations shown in Figure 1 are listed for reference.

4. Discussion and Conclusions

[14] We have shown that biases in the latitude of the Southern Hemisphere eddy-driven jet stream in the CMIP3 simulations of the 20th century are well correlated with the response of the jet stream to enhanced greenhouse gas forcing predicted for the 21st century, as quantified by the magnitude of the poleward shift of the jet in the A2 scenario. There is also a robust correlation between biases in the latitude of the jet and a model’s internal variability, as measured by the annular mode time scale. Although somewhat weaker, there is a statistically significant correlation between the annular mode time scale and the poleward shift of the jet.

[15] Analysis of these relationships on a seasonal basis suggests that the correlation between biases in the climatology, variability, and response of the jet to external forcing exist in all seasons except the austral summer. The breakdown in this season most likely reflects differences in the treatment of the stratosphere. As documented by Son et al. [2008b], the response of the jet stream in these months is particularly sensitive to the trends in ozone forcing. Recovery of the ozone hole over the course of the 21st century has the potential to reverse the poleward trend in the jet stream in this season. Ozone trends, however, were not specified for CMIP3 integrations and so handled differently by each modeling group. These differences likely overwhelmed the analysis of Gerber et al. [2008a], explaining why they were...
unable to find a robust relationship between internal variability and the response to external forcing. [16] The causes of these relationships are unclear. It is possible that the correlation between \( \Phi^{20C} \) and \( \Delta \Phi \) shown in Figure 1a can be explained in terms of basic geometric constraints. The jet stream simply has more room to shift poleward in models that begin with an equatorward bias, and so appears more sensitive to external forcing. In other words, the radiative forcing of the atmosphere ultimately sets a high-latitude limit on the location of the eddy-driven jet, and it is likely that models which are closer to this limit are unable to shift the jet very far. The correlations of the time scale \( \tau \) with \( \Phi^{20C} \) and \( \Delta \Phi \), however, could point to a dynamical mechanism. [17] The increase in the time scale of jet variability associated with an equatorward bias of the mean jet in Figure 1a may be caused by interaction between the eddy-driven jet and the subtropical jet. As the eddy-driven jet moves equatorward it may interact with the subtropical jet in such a way that increases \( \tau \). Alternatively, it has been suggested that the dominance of annular modes is a result of the self-maintenance characteristic of eddy-driven jets [Gerber and Vallis, 2007; J. Kidston et al., On the dynamical mechanism of mid-latitude jet stream variability and annular modes, submitted to Journal of Climate, 2010]. When the eddy genesis region is located towards the equator the jet could be more self-maintaining because the source region is narrower, increasing the momentum flux convergence. If the correlation between \( \tau \) and \( \Delta \Phi \) reflects a genuine relationship between internal variability and the response to external forcing, the bias in \( \tau \) associated with the incorrect climatology becomes very important. Current work aims at addressing these hypotheses, that the dynamical response to increasing GHGs is strongly linear. [18] The correlation between the jet latitude or internal variability and the jet shift (Figures 1a and 1c) implies that it is important for GCMs to have the correct climatology in order to make accurate predictions of global scale circulation changes. Comparison of NCEP/NCAR reanalysis with the GCMs in Figure 1a reveals that every GCM simulation of 20th century climate places the SH jet further equatorward than observed. The reanalysis annular mode time scale \( \tau \) is also shorter, supporting the notion that the relationship between jet latitude and \( \tau \) is a robust dynamical feature. This might imply that the GCMs overestimate the poleward shift of the jet stream. A linear fit of the of \( \Phi^{20C} \) and \( \Delta \Phi \) (Figure 1a) evaluated at the reanalysis jet location of \(-52.1^\circ\) predicts a poleward shift of the jet of 0.9 ± 0.6° compared with the ensemble mean of the GCMs shown in Figure 1a of 1.8°. The same analysis based on the reanalysis e-folding period (Figure 1c) predicts a poleward shift of 0.6 ± 0.9°. [19] On shorter time scales, errors associated with jet position may be uncorrelated with other elements of climate change, including the surface temperature response. As next generation models begin to simulate the carbon cycle, however, errors in jet position may have a significant impact on global climate by influencing the meridional overturning circulation of the ocean, the ultimate sink of atmospheric carbon [Toggweiler et al., 2006; Anderson et al., 2009; Toggweiler and Lea, 2010]. In addition, regional climate simulations depend on large-scale GCMs as inputs, and errors in the position of the jet streams and storm tracks have significant implications for the local hydrological cycle. Hence further improvement of GCM climatology is clearly warranted if we hope to make accurate predictions of future climate. While the simulation of cloud and aerosol feedbacks, and other physical processes that must be parameterized, may dominate the uncertainties associated with climate change, our results demonstrate that the simulation of large scale, midlatitude dynamics is also not yet fully adequate to accurately predict climate change. [20] Acknowledgments. We thank two anonymous reviewers for their constructive comments on an earlier draft of the manuscript, and acknowledge the modeling groups, the Program for Climate Model Diagnosis and Intercomparison (PCMDI) and the WCRP’s Working Group on Coupled Modelling (WGCM) for their roles in making available the WCRP CMIP3 multi-model dataset. Support of this dataset is provided by the Office of Science, U.S. Department of Energy. J. Kidston and E. Gerber gratefully acknowledge partial support from NOAA grant NA07OAR4310320 and NSF grant AGS-0938325, respectively. References Anderson, R. F., S. Ali, L. I. Bradtmiller, S. H. H. Nielsen, M. Q. Fleisher, B. E. Anderson, and L. H. Burckle (2009), Wind-driven upwelling in the Southern Ocean and the deglacial rise in atmospheric CO2, Science, 323 (5920), 1443–1448. Baldwin, M. P., D. B. Stephenson, D. W. J. Thompson, T. J. Dunkerton, A. J. Charlton, and A. O’Neill (2003), Stratospheric memory and skill of extended-range weather forecasts, Science, 301(5633), 636–640. Gerber, E. P., and G. K. Vallis (2007), Eddy-zonal flow interactions and the persistence of the zonal index, J. Atmos. Sci., 64(9), 3296–3311. Gerber, E. P., L. M. Polvani, and D. Andronikiewicz (2008a), Annular mode time scales in the Intergovernmental Panel on Climate Change Fourth Assessment Report models, Geophys. Res. Lett., 35, L22707, doi:10.1029/2008GL035712. Gerber, E. P., S. Voronin, and L. M. Polvani (2008b), Testing the annular mode autocorrelation time scale in simple atmospheric general circulation models, Mon. Weather Rev., 136(4), 1523–1536. Gritsun, A., and G. Branstator (2007), Climate response using a three-dimensional operator based on the fluctuation-dissipation theorem, J. Atmos. Sci., 64(7), 2558–2575. Held, I. M. (1975), Momentum transport by quasi-geostrophic eddies, J. Atmos. Sci., 32(7), 1494–1497. Intergovernmental Panel on Climate Change (2007), Climate Change 2007: The Physical Science Basis. Contribution of Working Group I to the Fourth Assessment Report of the Intergovernmental Panel on Climate Change, edited by S. Solomon et al., 996 pp., Cambridge Univ. Press, Cambridge, U. K. Kalnay, E., et al. (1996), The NCEP/NCAR 40-year reanalysis project, Bull. Am. Meteorol. Soc., 77, 437–471. Leith, C. (1975), Climate response and fluctuation dissipation, J. Atmos. Sci., 32(10), 2022–2026. Lovenduski, N. S., N. Gruber, S. C. Doney, and I. D. Lima (2007), Enhanced CO2 outgassing in the Southern Ocean from a positive phase of the Southern Annular Mode, Global Biogeochem. Cycles, 21, GB2026, doi:10.1029/2005GB002590. Majda, A. J., B. Gershgorin, and Y. Yuan (2009), Low frequency climate response and fluctuation-dissipation theorems: Theory and practice, J. Atmos. Sci., doi:10.1175/2009jas3264.1, in press. Meehl, G. T. S., et al. (2007), Global climate projections, in Climate Change 2007: The Physical Science Basis. Contribution of Working Group I to the Fourth Assessment Report of the Intergovernmental Panel on Climate Change, edited by S. Solomon et al., pp. 7–7, Cambridge Univ. Press, Cambridge, U. K. Monahan, A., J. C. Fyfe, M. H. Ambaum, D. B. Stephenson, and G. R. North (2009), Empirical orthogonal functions: The medium is the message, J. Clim., 22, 6501–6514. Ring, M. J., and R. A. Plumb (2008), The response of a simplified GCM to axisymmetric forcings: Applicability of the fluctuation-dissipation theorem, J. Atmos. Sci., 65(12), 3880–3898. Son, S.-W., S. Lee, S. B. Feldstein, and J. E. Ten Hoeve (2008a), Time scale and feedback of zonal-mean-flow variability, J. Atmos. Sci., 65(3), 935–952.
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