Global Mean Surface Temperature Response to Large-Scale Patterns of Variability in Observations and CMIP5

Jules B. Kajtar1, Matthew Collins1, Leela M. Frankcombe1,2,3, Matthew H. England2,3, Timothy J. Osborn4, and Marcus Juniper1

1College of Engineering, Mathematics, and Physical Sciences, University of Exeter, Exeter, UK, 2Australian Research Council’s Centre of Excellence for Climate Extremes, Australia, 3Climate Change Research Centre, University of New South Wales, Sydney, New South Wales, Australia, 4Climatic Research Unit, School of Environmental Sciences, University of East Anglia, Norwich, UK

Abstract Global mean surface temperature (GMST) fluctuates over decadal to multidecadal time scales. Patterns of internal variability are partly responsible, but the relationships can be conflated by anthropogenically forced signals. Here we adopt a physically based method of separating internal variability from forced responses to examine how trends in large-scale patterns, specifically the Interdecadal Pacific Oscillation (IPO) and Atlantic Multidecadal Variability (AMV), influence GMST. After removing the forced responses, observed variability of GMST is close to the central estimates of Coupled Model Intercomparison Project phase 5 simulations, but models tend to underestimate IPO variability at time scales >10 years, and AMV at time scales >20 years. Correlations between GMST trends and these patterns are also underrepresented, most strongly at 10- and 35-year time scales, for IPO and AMV, respectively. Strikingly, models that simulate stronger variability of IPO and AMV also exhibit stronger relationships between these patterns and GMST, predominately at the 10- and 35-year time scales, respectively.

Plain Language Summary Despite the smooth and steady increase of greenhouse gas concentrations, the rate of global warming has not been as stable over the past century. There are periods of stronger warming, or even slight cooling, in the global mean temperature record, which can persist for several years or longer. These changes have been linked to regional climate patterns, most notably within the Pacific and Atlantic Ocean climate systems. Climate models do not exhibit the same level of variations in these Pacific and Atlantic oscillations as compared to the observed record, and the connections between these oscillations and the global temperature are also diminished. However, there is a tendency for those models that show stronger Pacific and Atlantic oscillations to also exhibit stronger relationships between these patterns and global temperature changes.

1. Introduction

Anthropogenic greenhouse gases have been responsible for global warming over the last century, but a range of drivers have contributed to variations in the observed global mean surface temperature (GMST) across a range of time scales. The slowdown in global warming during the early twenty-first century, sometimes referred to as the “hiatus,” has garnered extensive research. Numerous mechanisms have been proposed for the slowdown (see Medhaug et al., 2017 for a comprehensive review), but many argue that particular patterns of internal climate variability drove the weaker GMST trend. For example, the negative phase of the Interdecadal Pacific Oscillation (IPO) appears to have played a role in the slowdown (England et al., 2014; Kosaka & Xie, 2013; Watanabe et al., 2014), and the strength of the negative IPO may have in part been enhanced by a strong Atlantic warming trend (Chikamoto et al., 2016; Li et al., 2016; McGregor et al., 2014).

The association of the global warming slowdown with internal variability has motivated this study on the extent to which large-scale patterns of variability drive decadal or multidecadal trend changes in GMST, in both observations and models. The common view is that the Pacific Ocean plays a substantial role in modulating GMST. As already noted, the IPO is thought to be tied to decadal-scale GMST trend changes (Dai et al., 2015; England et al., 2014; Henley & King, 2017; Kosaka & Xie, 2016; Maher et al., 2014; Meehl et al., 2016). However, Atlantic Multidecadal Variability (AMV) has also been linked with GMST changes (Chylek et al., 2016; Mann et al., 2014; Pasini et al., 2017; Wang et al., 2017), as have the AMV in combination with Pacific variability (Dong & Zhou, 2014; Nagy et al., 2017; Steinman et al., 2015; Stolpe et al., 2017; Yao
et al., 2016). The Indian (Luo et al., 2012) and Southern Oceans (Oka & Watanabe, 2017) may also play a role. This study focuses on the two dominant patterns of internal variability at decadal and multidecadal time scales: the IPO and AMV.

Central to the analysis of GMST variations is the separation of internal variability and forced response. The simplest method of excluding the anthropogenic greenhouse gas forcing signal is to remove a linear trend, but this introduces spurious signals, as the forced response is not linear (Frankcombe et al., 2015; Mann et al., 2014). Another approach is to subtract a global mean sea surface temperature (SST) time series (e.g., Douville et al., 2015; Farneti, 2017; Lyu & Yu, 2017; Trenberth & Shea, 2006), but again, this is problematic, since it removes a component of desired internal variability. In this study, an approach based on the response in multiple model simulations is adopted (Allen & Stott, 2003; Frankcombe et al., 2015; Mann et al., 2014; Schurer et al., 2013; Steinman et al., 2015). This approach removes an estimate of responses to forcings that are common across the model ensemble, that is, anthropogenic greenhouse gas and aerosol forcing, as well as volcanic aerosol forcing.

With an estimate of the forced response removed, the performance of the Coupled Model Intercomparison Project phase 5 (CMIP5) historical experiments in simulating the observed variability in GMST, the IPO, and AMV, at a range of interdecadal to multidecadal time scales, is assessed. Correlations are then computed between these three indices, again at a range of time scales, to determine the extent to which large-scale patterns of variability may imprint on GMST.

2. Data

The analysis of GMST, IPO, and AMV is conducted over the period 1880 to 2017. The HadISST v1.1 sea surface temperature (Rayner et al., 2003) is analyzed together with the HadCRUT v4.5.0.0 surface air temperature (Morice et al., 2012). The observed relationships are compared to the historical simulations in CMIP5. Most historical simulations were run to 2005, and thus, they are extended here to 2017 with the Representative Concentration Pathway (RCP) 8.5 (Riahi et al., 2011) simulations. The choice of RCP extension does not make a significant difference for the early period of the twenty-first century (e.g., Collins et al., 2013; England et al., 2015). The two CMIP5 variables analyzed herein are SST (CMIP5 variable name: tos) and surface air temperature (tas). The available ensemble members are listed in Table S1.

The IPO is characterized by the tripolar index (TPI; Henley et al., 2015), defined as

\[ TPI = T_C - \frac{1}{2}(T_N + T_S) \]

where the terms represent SST area averages over the central Pacific, \( T_C \): 10°S – 10°N, 170°E – 90°W; the north Pacific, \( T_N \): 25° – 45°N, 140°E – 145°W; and the south Pacific, \( T_S \): 50° – 15°S, 150°E – 160°W. AMV is represented by the area-averaged SST over the North Atlantic region of 5° – 60°N, 80°W – 10°W (Knight, 2009). GMST is simply the global weighted average of surface air temperature. Blended air and sea surface temperatures (Cowtan et al., 2015) were also tested, but these made negligible differences to the findings.

3. Methods

Removing the externally forced response from the data is a key component of this study, so that the patterns of internal variability can be accurately identified. A method based on “optimal fingerprinting” is used (Allen & Stott, 2003; Frankcombe et al., 2015, 2018; Mann et al., 2014; Schurer et al., 2013; Steinman et al., 2015). In this approach, the forced response is estimated from an ensemble of model experiments, following the single-factor scaling method of Frankcombe et al. (2015). Details are given in the supporting information (Text S1). Our approach differs from Frankcombe et al. (2015) and Allen and Stott (2003) in that the estimated forced signal is always taken to be the multimodel mean of the CMIP5 historical GMST (Figure S1a, black curve), regardless of whether removing the forced response from an SST index, grid-point SST data, or GMST. The multimodel mean GMST is scaled before subtraction from the raw time series in each model simulation and the observed data (Text S1).

Several choices could have been made in the forced response removal process (Text S1), but ultimately, there is no perfect method for the analysis of multiple model simulations together with observations. The simplest approach in this regard has been adopted here, which is to treat each realization independently. However,
the approach here is nevertheless a substantial improvement over linear or quadratic detrending (Frankcombe et al., 2015; Mann et al., 2014; Steinman et al., 2015).

Another caveat to this analysis is that the real-world forcings for 2006–2017 have turned out to be different to those applied to the RCP8.5 experiments which were used to extend the historical simulations to 2017 (Schmidt et al., 2014). For example, the forecast of volcanic forcing, which is thought to be a component driving the early 2000s global warming slow-down, was too weak in the RCP scenarios (Huber & Knutti, 2014; Santer et al., 2014; Smith et al., 2016; Vernier et al., 2011). Therefore, the multimodel mean forced signal for the period following 2006 may not deliver the best estimate for the analysis of the observed record. This effect is nevertheless small, especially since the period of analysis stretches back to 1880.

The following analysis is largely of multiyear running trends (Text S2) of annual mean data (Figures S1a–S1c) after the forcing response has been removed (Figures S1d–S1f). All quoted values of correlations are the Pearson’s linear correlation coefficient.

4. Results

4.1. Standard Deviation of GMST, IPO, and AMV Trends

We inspected the standard deviation of running trends of GMST, and the IPO and AMV indices, over a range of time scales (Figures 1a–1c). Here and from this point on, the forced response has been removed from all time series. Although there is a large range in the standard deviation of simulated GMST trends, the observed standard deviations are close to the multimodel mean values across most time scales (Figure 1a; Flato et al., 2013; Marotzke & Forster, 2015). The model-mean standard deviation is slightly larger than in observations for ~5–15-year running trends, but nevertheless, the observations lie within the central 68% of the model range for all time scales. Larger differences are seen for the IPO and AMV. For the IPO, the observations diverge from the model mean at >10-year running trends (Figure 1b). Beyond 20-year trends, the observed standard deviation is stronger than in a substantial proportion of models, lying well outside the central 68% model range. These findings are consistent with Henley et al. (2017). Standard deviation of AMV index trends in observations and models shows better agreement for 10-year trends, but again, observed standard deviation is larger at longer time scales (Figure 1c; although the standard deviations become more uncertain for these longer windows as there are fewer independent trends). Unlike the observations, the standard deviation across models tends to diminish for longer running trends (in agreement with Cheung et al. (2017)).

There is debate in the literature surrounding the origins of AMV. The common view is that AMV is driven mainly by processes internal to the Atlantic climate system, but recent studies reported evidence that external forcing, such as anthropogenic aerosol emissions, also have an influence (see Vecchi et al. (2017) for a summary of these views and supporting references). To test whether the process of removing the forced response also removes a component of AMV, the piControl experiments were analyzed, after accounting for model drift (Text S1; Sen Gupta et al., 2013). Following the present procedure of forced response removal in the historical experiments, no systematic change in variance is seen across the model realizations in either the 10-year IPO or 35-year AMV running trends (Figures S2a and S2b). This result conflicts with Murphy et al. (2017), who argue that historical forcings have enhanced AMV. However, their method of linearly detrending the historical simulations is known to create spurious variability (Frankcombe et al., 2015; Mann et al., 2014; Steinman et al., 2015).

4.2. Correlations Between GMST, IPO, and AMV Trends

To test the influence of large-scale patterns of variability on GMST, correlations were computed between the running trends of GMST and the IPO and AMV indices (Figures 1d and 1e). Almost all models simulate positive correlations between GMST and IPO trends, in agreement with observations, at shorter time scales (<25-year trends; Figure 1d), and between GMST and AMV trends at all time scales. Correlations of annual data in 31-year sliding windows also show that the relationship tends to be positive across models (Figures S2c and S2d). This finding appears to be inconsistent with Douville et al. (2015, their Figures 1c and 1d), who show a larger spread of positive and negative sliding correlations across models, for GMST with both Pacific Decadal Oscillation (PDO) and AMV. Douville et al. (2015) analyze PDO, but the difference between the PDO and IPO indices is small (Henley et al., 2015; Newman et al., 2016). The difference between our
result and theirs highlights the need for more careful removal of the forced signal from observations and models. The biggest difference in procedures comes from their subtraction of each individual ensemble’s global mean SST time series (rather than the multimodel mean). That step is avoided here because it is specifically those imprints of the large-scale patterns onto the global mean that are sought.

The observed relationship between GMST and IPO trends lies within the central 68% of the model spread, and the model-mean captures the diminishing correlation over longer time scales (Figure 1d). The GMST and IPO trend correlation peaks near the 10-year time scale in observations. Despite a statistically significant correlation for 10-year trends in more than 80% of model realizations, that same correlation maximum is not seen in most models. The strongest correlation occurs for five-year trends in 70% of realizations, and only two simulations exhibit a maximum correlation over 8- to 18-year time scales. A robust relationship between 10-year trends of GMST and IPO is also seen in the piControl CMIP5 simulations, where an IPO-like pattern emerges for the strongest cooling and warming decades (Middlemas & Clement, 2016).

Observed correlations in trends of GMST and AMV also lie within the central 68% model spread, but in this case the relationships do not diminish over longer time scales (Figure 1e). For observations, the strengthening of the GMST and AMV trend correlation may be a reflection of stronger AMV at longer time scales (Figure 1c). Although the multimodel mean correlation does not increase with time scale as strongly as it does in observations, the slight increase is nevertheless surprising, since the standard deviation of AMV tends to diminish with time scale in models (Figure 1c).

4.3. Intermodel Relationships Between GMST, IPO, and AMV

Here we explore whether there is any tendency for models simulating stronger IPO or AMV to also simulate stronger correlations with GMST. Analysis of 10-year trends for the IPO (Figure 2a), and 35-year trends for AMV (Figure 2b), suggests that indeed such relationships exists. The “intermodel correlation” is defined as the correlation across all of the available CMIP5 realizations between the index trend standard deviation (data shown in Figures 1b and 1c), and the correlation between trends in that index and GMST (data shown in Figures 1b and 1c), and the correlation between trends in that index and GMST
shown in Figures 1d and 1e). The intermodel correlation is 0.77 for the 10-year IPO trends (Figure 2a), and 0.53 for the 35-year AMV trends (Figure 2b). Both values are statistically significant above the 99% confidence level, implying that there is an overall tendency for models simulating stronger IPO at the 10-year time scale to also simulate a stronger relationship between IPO and GMST trends at that time scale, and likewise for AMV at the 35-year time scale.

The intermodel correlation may also be interpreted as a measure of the extent to which the patterns of variability “imprint” on GMST across the models. We next explored whether strong imprints of IPO and AMV onto GMST exist at all time scales (Figures 2c and 2d). The 10-year intermodel IPO imprint on GMST is indicated by a vertical line in Figure 2c (correlation of 0.77 in Figure 2a). Similarly, the 35-year intermodel AMV imprint on GMST is indicated by a vertical line in Figure 2d (correlation of 0.53 in Figure 2b). The strongest intermodel correlations emerge at those particular time scales, that is, decadal for the IPO, and multidecadal for AMV. Surprisingly, these tend to be the same time scales at which the IPO and AMV are strongest in observations, but not necessarily within all nor most models.

Figure 2. Relationships between running trends of global mean surface temperature (GMST), the Interdecadal Pacific Oscillation (IPO), and the Atlantic Multidecadal Variability (AMV) indices. (a) Relationship between the normalized standard deviation of the 10-year running trend in IPO index (Figure 1b), and the correlation between 10-year running trends of GMST and IPO index (Figure 1d). (b) Same as in (a), but for 35-year running trends of GMST and AMV index (Figures 1c and 1e). (c) The CMIP5 intermodel correlations of IPO standard deviation against GMST-IPO running trend correlations. For a given running trend window length, N, the y-axis value denotes the correlation between two data sets: (i) the normalized standard deviation of the N-year running trend of IPO index in each CMIP5 realization and (ii) the correlation between N-year running trends of GMST and IPO index. For example, the vertical black line denotes the window length selected in (a), and thus, the value of 0.77 for 10-year trends denotes the correlation computed for the CMIP5 data in (a). The dashed line denotes the 99% levels for statistically significant intermodel correlations. (d) The CMIP5 intermodel correlations of AMV against GMST-AMV running trend correlations. The vertical black line denotes the window length selected in (b), and thus, the value of 0.53 for 35-year trends denotes the correlation computed for the CMIP5 data in (b). (e) Response of 10-year GMST trends to 10-year IPO index trends, in all CMIP5 historical realizations, and observations. The red (observed) and blue (CMIP5) lines denote the ordinary least squares fits to the data. The red (observed) and blue (CMIP5) horizontal and vertical bars denote the 1 standard deviation ranges in the data. (f) Same as in (e) but for 35-year trends in GMST and AMV index.
Despite the model underrepresentation of decadal IPO and multidecadal AMV, there is good agreement between observed and modeled standard deviation of GMST trends (Figure 1a). The intermodel correlations would then appear to imply that if the models simulated more realistic IPO and AMV, they might then over-represent GMST variability. To explore this discrepancy further, the sensitivity of GMST trends to IPO and AMV trends was tested (Figures 2e and 2f). Although the IPO standard deviation and GMST-IPO correlation are both stronger for 10-year trend data in observations, the sensitivity of GMST to IPO trends is weaker (exhibited by the slopes of ordinary least squares fits; Figure 2e). The result is similar, but clearer, for AMV (Figure 2f). In observed 35-year trends, a 1 °C/year trend in AMV corresponds with a 0.35 °C/year trend in GMST (i.e., $B = 0.35$ °C per °C). Across all of the model data, $B = 0.54$. Therefore, the overly strong sensitivity of 35-year GMST trends to AMV trends in models appears to play some role in offsetting their weaker standard deviation in AMV trends, thus resulting in GMST variability in the model mean that is close to the observed. It is unlikely that AMV sensitivity across models is solely responsible for the simulation of GMST trend variability similar to the observations, as the spatial patterns of correlations in the following section will show.

**Figure 3.** Correlations between running trends of global mean surface temperature (GMST) and grid-point sea surface temperature (SST). (a–d) 10-year running trends and (e–h) 35-year running trends, for (a and e) observations; (b and f) the multimodel mean (MMM) of the CMIP5 historical correlations; (c and g) the 16th percentile, at each grid point, of the correlations from the CMIP5 historical realization set; and (d and h) the 84th percentile. The forced response was first removed from GMST and from each SST grid point. For the observed data (a and e), the 95% statistical significance levels for correlations are indicated by black contours (Text S3). For the multimodel mean data (b and f), correlations are plotted only where at least 75% of the models agree on the sign.
4.4. Spatial Maps of GMST and SST Correlations

Spatial correlations patterns between GMST trends and grid-point SST trends can help to identify the regions of strongest bias (Figure 3). Again, it is emphasized that this analysis is conducted with the forced signal removed from GMST and from each SST grid point. The familiar IPO-like patterns emerge at the 10-year trend time scale for both observations (Figure 3a) and in the multimodel mean of the correlations (Figure 3b). The weaker negative signatures in the North and South Pacific of the model pattern may explain the weaker-than-observed correlation between 10-year GMST and IPO index trends in the multimodel mean (Figure 1d). For 35-year trends, there are more striking differences between the observations (Figure 3e) and the model mean (Figure 3f). The strong positive correlation signal in the North Atlantic in observations (Figure 3e) is indicative of the relationship revealed in the AMV index analysis (Figure 1e). Although the model mean also exhibits positive correlations in the North Atlantic (Figure 3f), the global spatial pattern is more notably characterized by a strong positive signature across the tropics. To indicate the model spread in the correlations, the 16th and 84th percentiles (corresponding to the bounds of 1 standard deviation of a normal distribution), computed at each grid point from the CMIP5 ensemble set, are also shown (Figures 3c, 3d, 3g, and 3h). The positive correlations across the tropics for 35-year trends are exhibited by at least the central 68% of simulations (Figures 3g and 3h).

The multimodel mean correlation patterns of the CMIP5 piControl experiments are very similar to those in historical (Figure S3), which also provides some evidence that the forced response has been removed appropriately from the historical data. The spatial correlation patterns suggest that different processes are responsible for driving GMST trend changes at the multidecadal time scale across models and observations (Palmer & McNeall, 2014). The multidecadal North Atlantic influence on global climate is robust in observations (Chylek et al., 2016; Mann et al., 2014; O'Reilly et al., 2016; Wang et al., 2017), but GMST may respond more strongly to multidecadal tropical variability in models (Figure 3f).

5. Conclusions

After the removal of a reasonable estimate of the forced response, robust relationships between global mean surface temperature (GMST) changes and large-scale patterns of internal variability were found in observed data. GMST trends are most strongly correlated with trends in the Interdecadal Pacific Oscillation (IPO) on decadal time scales, and with Atlantic Multidecadal Variability (AMV) trends on multidecadal time scales. The range of standard deviations of GMST trends in CMIP5 historical simulations, also after forced response removal, are close to centered on the observations. However, models tend to exhibit weaker-than-observed standard deviation in IPO index trends at time scales of >10 years, and in AMV index trends at time scales of >20 years.

Observed correlations of GMST with IPO and AMV lie within the central 68% model spread, but the multimodel mean is weaker than observed at some time scales. The largest difference occurs at the ~10-year time scale for the IPO-GMST relationship, and at the ~35-year time scale for the AMV-GMST relationship. However, it was found that models simulating stronger IPO or AMV tend to also exhibit stronger correlations between GMST and IPO or AMV. Strikingly, the intermodel correlations are the strongest at the 10- and 35-year time scales. For example, models that show stronger standard deviation in 10-year trends of the IPO index tend to also show stronger correlations with GMST trends at that time scale. Likewise, models with greater standard deviation in 35-year trends of the AMV index tend to have stronger correlations between GMST and AMV trends.

An apparent paradox arises in this study: models underrepresent IPO and AMV, but multimodel mean internal GMST variability is close to observations across all time scales. At longer time scales, it was found that the underrepresentation of AMV in models is offset by stronger sensitivity of GMST to AMV, as compared to observations, thus providing a possible explanation for the discrepancy.

Apart from uncertainties related to the forced response removal, there are additional uncertainties related to this analysis. First, uncertainties in observed SSTs are larger prior to the satellite era, and increasingly so deeper in time (Huang et al., 2018). The conclusions drawn herein are consistent with other observational data sets, namely, GISTEMP (GISTEMP Team, 2018; Hansen et al., 2010) and ERSSTv5 (Huang et al., 2017), and also when the analysis is restricted to 1950–2017, a period for which the observational data is more robust.
Despite the robust relationships that have been revealed, it is not possible to infer from correlations alone whether the IPO and AMV are independent drivers of changes in GMST trends, or a response to, for example, top-of-atmosphere flux variations, or deep ocean changes (Hedemann et al., 2017). Further analysis is also required to identify the model biases that lead to weaker-than-observed IPO and AMV. However, spatial patterns of correlations suggest that different processes are responsible for driving GMST changes at multidecadal time scales across models and observations. In the model-mean, multidecadal GMST trends are more strongly correlated with SST trends in the tropics. Newman et al. (2016) find that linkages between the tropics and the PDO are different in observations and models, perhaps due to El Niño–Southern Oscillation model biases. Biases in simulations of AMV might be linked with underestimated variability in modeled Atlantic Meridional Overturning Circulation (Yan et al., 2018). Additionally, biases in cross-basin interactions may also contribute to diminished variability (Kajtar et al., 2018; McGregor et al., 2018). Nevertheless, this study provides a reasonable starting point for further efforts to identify biases that hamper simulations of large-scale variability.
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